





The '971 patent, titled “Distributed Policy Based System Management with Local

Management Agents Responsible for Obtaining and Storing Policies Thereat,” is

described by its Abstract as:

A computer network is managed by policies. This allows selections to be
made from a range of control options and optionally to be based on locally
available system information. Policy-based management is distributed
across the system and is handled locally by management agents allowing
control of a sub-network. As a result of a distributed policy-based
management system is provided which allows addition: flexibility of
control.®

The ’358 patent, titled “Agent-Based Intrusion Detection System,” is described

by its Abstract as:

invention to which the patentee is entitled the right to exclude.

A computer security system uses a plurality of co-operating software
agents to protect a network against attack. Individual agents at each
node the network co-operatively act to detect attacks and to share attack
signatures and solutions via a message exchange mechanism. A global
internal measurement of the overall health of the group of agents may be
used as an indicator of a possible attack. In larger networks, the agents
may be formed a plurality of separate autonomous groups, with a
common group identity being automatically maintained by the message
passing mechanism. Individual groups may be located by a system
designer in separate cells or domains within the network, so that if one
cell becomes compromised the rest of the network is not affected.®

LEGAL STANDARDS
“It is a bedrock principle of patent law that the claims of a patent define the

"0 “[T]here is no magic

formula or catechism for conducting claim construction.” 1stead, tt courtis ‘eto

attach the appropriate weight to appropriate sources ‘in light of the statutes and policies

8'971 patent, Abstract.
°°358 patent, Abstract.
'® Phillips v. AWH Corp., 415 F.3d 1303, 1312 (F 1. Cir. 2005) 1 banc).
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addresses, do not have a temporal connotation.** Fortinet asserts BT made
representations during IPR disclaiming an IP address, and like data, as being “status
data.™® Thus, the parties’ dispute over “at a given time” is whether the intrinsic
evidence requires “status data” to have a temporal connotation.

A dispute over whether “status data” “reflects the conditions of the network and
its components” remains as well. BT asserts “status data” is not restricted to identifying
events that have happened because “status data” can also be used to identify potential
events.

“Status data” is recited in the following limitations of representative claim 1 of the

'237 patent:

1. A method of operating a probe as part of a security monitoring system
for a computer network, comprising:

a) collecting status data from at least one monitored component of
said network;

b) analyzing status data to identify potentially security-related
events represented in the status data[.]J*’

Those limitations are similarly described in the Abstract and Summary of the
Invention:

A probe attached to a customer's network collects status data and other
audit information from monitored components of the network, looking for
footprints or evidence of unauthorized intrusions or attacks. The probe
filters and analyzes the collected data to identify potentially
security-related events happening on the network.*

¥ |d. at 40:16-23; see also id. at 45:14-46:9.
“D.1. 117 at 6.

417237 patent, claim 1.

“2 Id., Abst t.
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The present invention offers methods and systems for dynamic network
intrusion monitoring, detection and response. . . . [which] ... may be
used to deploy and provide a managed security monitoring service . . .
that monitors a customer's network activity using a probe or "sentry"
system, collects status data from monitored components, filters or
otherwise analyzes the collected data for activity possibly implicating
security concerns[.]"*

The written description also states “[p]robe/sentry system 2000, which can be
implemented in software or hardware or a combination of software and hardware,

- monitors sensors attached to customer network 1000 for evidence of potential security-

n44

related events happening on network 1000, and the “probe/sentry system 2000 can

monitor an collect information from any network component . . . that can be configured

to send or provide to it status data concerning the status of the network 1000 and its

components.”®

No temporal connotation is explicitly stated in the claims, the above-quoted
citations, or elsewhere in the written description. Fortinet argues, however, that BT's
IPR statements preclude construing “status data” to include data, including IP
addresses, which have no temporal connotation. There, BT stated:

Although status data is not limited to what is shown in Table 6, its breadth
is not unlimited. Status data tells something about the condition of the
system and carries meaning.

Data carried in traffic may certainly be status data. Petitioner, however,
appears to imply that all traffic data is status data, which is not accurate.
By way of example, unstructured ASCII data, as discussed in Warshaw, is
not status data . . . [because it] does not convey a meaning that is
informative as to the status of the operation of the network or its
components. Therefore, the claim term “status data” is correctly

“ Id. at 1:47-55.
“ Id. at 4:48-52.
* Id. at 4:58-63.
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identified by filtering followed by an analysis of post-filtering residue, wherein the post
filtering residue, is neither discarded nor selected by filtering.””®> That wherein clause
purportedly specifies how, not where, the security event is identified.”® Claim 10,
however, specifies that the SOC “receive[s] data from the probe” which BT argues
would be meaningless if the disputed term also inherently required that information
received at the SOC must come from the probe.”’

Fortinet maintains BT’s claim differentiation argument is flawed, and that BT's
representations regarding claim 18 in its ‘641 patent IPR :sponses demonstrate a
clear disavowal of any construction that omits “probe” as the information source.”® The
court agrees with Fortinet’'s proposed construction.

BT's claim differentiation argument is not persuasive. There is no dependent
relationship between claim 18, where the disputed term appears, and claim 10, which
depends from claim 1. The disfavor expressed by the Federal Circuit in Intellectual
Ventures | involved limitations of dependent claims with respect to an associated
independent claim.” Moreover, “claim differentiation is ‘not a hard and fast rule and will
be overcome by a contrary construction dictated by the written description or

prosecution history.””®

"8 |d. (quoting '641 patent, claim 18).

®Id.

" Id. at 30-31 (citing Intellectual Ventures | LLC v. T-Mobile USE, Inc., 902 F.3d
1372, 1378 (Fed. Cir. 2018) (“Any construction of claim 1 that . . . would render these
dependent claims meaningless . . . is disfavored.”).

® Id. at 32-33.

™ See Intellectual Ventures I, 902 F.3d at 1378.

8 Marine Polymer Teci , Inc. v. HemCon, Inc., 672 F.3d 1350 (Fed. Cir. ~~1~"
(quoting Seachange Int], Inc. v. C-COR, Inc., 413 F.3d 1361, 1369 (f 1. Cir. 2C ).
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The intrinsic record also supports Fortinet’s position. The Abstract describes “[a]
probe attached to a customer’s network collects status data and other audit information
.. .. The probe filters and analyzes the collected data to identify potentially security-
related events happening on the network[.]"*" Fortinet asserts the language of claim 18,
purportedly parroting the Abstract, undermines BT’s argument that the invention is
agnostic regarding whether any of the claimed functionality relates to a probe.?* The
court notes that although the Abstract generally describes the invention, it does not
necessarily dictate the construction of a particular term in a particular claim.

More important to the court’s construction is BT's IPR response in its successful
opposition to Fortinet’s challenges to certain claims of the ‘641 patent. Although BT
argues a probe should not be included in the court’s construction, in briefing, it
acknowledged a colorable connection to a probe in the disputed term. BT's IPR
response indicates that connection exists.

Distinguishing prior art Hill, BT stated:

[T]he claims require an analysis of residue at the probe at the post-filtering

stage, prior to transmission of information to the SOC for a further

analysis. Hill fails to disclose any initial analysis at a probe of anything

that can be called “residue” to decide what would be sent to the SOC.*

That statement generally refers to all claims of the ‘641 patent, but BT made

similar statements specifically referencing claim 18.

[Cllaim 18 expressly contemplates transmission of information about

81°641 patent, Abstract.

82 D.1. 117 at 32 (citing Phillips, 415 F.3d at 1315 (“[C]laims ‘must be read in view
of the specification, of which they are a part.” (citation omitted)).

8 D.I. 89-5, Ex. Q (BT IPR Preliminary Respor ) at JA-00015¢ (ur ' fining in
original supplied by BT).
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be bonded to provide extra assurance for customers of the MSM service.”? BT argues
that caution is both inconsistent with Fortinet's proposal because “customer
information” merely identifying a specific customer would not warrant bonding a security
analyst, and excludes other information about a customer, such as passwords
referenced in Table 7, access to which could require background checks and/or
bonds.®

Fortinet argues the cited tables each includes specific company information, as
per its proposed construction, to which BT reiterated that each also include information
about a customer that may not specifically identify a customer.** The court finds
. ortinet’s arguments with respect to the referenced tables unconvincing.

Fortinet also argues BT’s IPR responses show a clear disavowal of claim scope
warranting acceptance of its construction.®® At IPR, BT stated “[t]he location identifiers
of Hill only identify which node is under attack and contain no information about who
runs the nodes.”® At Markman, BT noted that quotation is followed by the statement:
“Moreover, as described in Hill, the nodes are part of one integrated system,
presumably operated by one outfit. . . . Consequently, neither of Petitioner’s asserted
references show the customer-specific steps of claim 18 for operating the SOC.”’
According to BT, it was explaining that the system of Hill was one syste... of one entity;

there were no customers and, therefore, the location identifier in Hill was distinguished

%2 Id. at 36 (quoting ‘641 patent at 2:47-50).

% Id.; Markman Tr. at 119-2-19; BT Markman Presentation Slide 39.
% Markman Tr. at 122:15-123:5; 123:8-17.

% D.1. 117 at 36, 37.

% D.1. 89-5, Ex. Q at JA-0001582.

 Id., Ex. Q at JA-0001582.
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BT’s IPR responses and prosecution statements confirm central analysis is not
part of the invention’s identification of “suspect data,” which is the sole issue concerning
the construction of the “suspect data” terms. During IPR BT stated:

However, the time from discovering a new virus to delivering its signature
to protected machines took too long because an administrative authority
was required to recognize the problem, identify the virus's signature,
update the anti-virus database, and distribute the updated database. By
the time this happened, it was often already too late. Exh. 1001, 1:55-66;
Exh. 2001 ,99."%

BT argues this response refers to actions taken affer su: ect data is confirmed
to be malicious.”™* The court agrees this statement does not relate to e initial
identification of “suspect data” by user computers. The next IPR statement upon which
Fortinet relies directly addresses that identification.

The '845 Patent offers a solution through decentralized detection and
action . . ..

The '845 Patent has two different embodiments for accomplishing this,
one in which user computers detect suspect data and send a warning
message to a group server for broadcast to all users within the group, and
one in which each peer can detect suspect data and broadcast the
detection of suspect data to all other peers. Id. at 3:27. In both instances,
user computers identify “suspect” data and generate a unique signature,
such as a hash, to identify it. /d. at 8:50-62."%

BT denies this statement constitutes a disclaimer. BT states it never disputed

then be communicated outwards to each user. here is therefore still a
need for a system which removes this centralised analysis step to speed
the response. '845 patent at 2:52-58.

That passage does not contradict Fortinet’s position as it does not relate to the initial
identification of “suspect data” by user computers.

'*D.I. 91-4, Ex. BB at JA-0002300.

% Markman Tr.a = 3:2-12.

' _ 1 o141 Ex. Lo at JA-00L_287-88.
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that user computers identify suspect data, but argues it does not follow that user
computers have to identify suspect data entirely by themselves without any aid.'*®* Be
that as it may, during prosecution the applicant stated:

As is apparent from the introduction and body of Applicant's specification,
one characteristic of Applicant's claimed invention relates to the fact that it

~does not require a centralized analysis step. This arrangement
advantageously speeds up the broadcast of warning messages between
distributed user computers, one or more of which has itself identified the
suspect data. Simply stated, Milliken teaches e exact opposite. In
particular, Milliken teaches detection of suspect data at a centralized mail
server 120."¥

[Ilt is precisely to avoid the requirement for such centralized detection of
problems that Applicant has proposed and claimed a system where the
user computers (of a given group) detect suspicious data and then
exchange warning messages with each other on a distributed asis."*®

Each of Applicant's independent claims 1, 19, 20, and 27 essentially
requires, inter alia, that (a) suspect data be identified by one or more of
the group of user computers, and then (b) warning messages (generated
at one or more such user computers) are sent to other user computers in
that group (or perhaps even to a user computer in another group). This is
the antithesis of the Milliken teaching that relies upon centralized mail
server 120 to detect suspicious data and issue warnings, etc.'®

The court agrees with Fortinet that these statements make clear that the use of a
»140

central authority is not part of the identification of “suspect data.

Thus, the court recommends construing the “suspect data” claims to mean:

'3 Markman Tr. at 66:17-22.

37 D.1. 88-4, Ex. H at JA-0000459 (underlining in original).

38 Jd., ~ . H at JA-0000460 (underlining in original).

'3 Id., Ex. H at JA-0000461-62 (underlining in original).

49 At Markman, Fortinet retreated from its disclaimer argument presented in
briefing. See Markman Tr. at 76:6-11. The court ultimately agrees a finding of
prosecution history disclaimer is not necessary for the court to agree with Fortinet’s
proposed construction because the intrinsic record, taken as a whole, reveals user
compu s identify suspect data without central aid.
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“data identified by one or more user computers, such computer(s) having concluded

without aid from centralized analysis that the data indicates a possible security threat.”

9. “an identifier of the piece or set of suspected data” ('845 patent, claims 1,
3,9,19)
a. BT'’s proposed construction: “a substantially unique descriptor for a

particular piece or set of suspect data other than the data itself”

b. Fortinet’s proposed construction: “a repeatably generatable
signature substantially unique to the piece or set of data”

C. Court’s construction: “a substantially unique descriptor for a
particular piece or set of suspect data other than the data itself”

The parties agree the “identifier” must be “substantially unique.” BT construes
“‘identifier” as a “descriptor’ based on the patent’s explanation that the “identifier” can be
a signature, or a data signature ID, which is "an identifier of the signature which can be
used as a short hand means of identifying the particular piece or set of suspect data."'*’
It argues Fortinet’s requirement that the “identifier” needs to be a “repeatably
generatable signature,” rather than a “descriptor,” is inconsistent with the doctrine of
claim differentiation where claim 8, which depends (indirectly) from claim 1, specifies
that “the identifier is a repeatably generatable signature substantially unique to the
piece or set of suspect data.”"*? BT also argues written description characterization of

the “identifier” as a “repeatably generatable signature” is the description of a preferred

embodiment.™® Finally, BT’s asserts defining “identifier” at not being “the data itself” is

“D.1. 117 at 51 (citing '845 patent at 4:39-48 and quoting id. at 10:35-39).

42 |d. at 52 (quoting '845 patent, claim 8; Curtiss-Wright Flow Control Corp. v.
Velan, Inc., 438 F.3d 1374, 1380 (Fed. Cir. 2006) ( 1 the most specific sense, ‘claim
differentiation’ refers to the presumption that an independent claim should not be
construed as requiring a limitation added by a dependent claim.”)).

%2 Id. (citing '845 patent at 4:39-48).
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language of the claims. When a modifier is used in some claims, but not others, an
applicant’s differing choices should generally be respected.’™ Here, BT notes when the
patentee wanted to add “only” to a claim limitation, it did so0.'° It also cites the use of
the word “only” in written description is used when describing certain preferred
embodiments, '®' but other descriptions purportedly demonstrate an intent to incorporate
a broader scope by omitting the word “only.”®?

BT denies the above-quoted statement represents an unequivocal disavowal of
scope.’® It contends that statement simply reflects the position that the claimed action

only happens when a particular count is reached, “no action is taken in the invention of

claims 1 and 19 until a pre-specified number of sightings of the data item is recorded,”

5% See, e.g., MAX Int 'l Converters, Inc. v. lconexLLC, No. CV 18-1412 (MN),
2019 WL 4643788, at *6 (D. Del. Sept. 24, 2019) ("The claim . . . does not say a
substantially continuous, as used in other claims or even substantially uninterrupted as
used in other parts of the claim. The applicant knew how to say 'substantially' when it
wanted to—it did not do so here.").

%0 D 1. 117 at 58 (citing '845 patent, claim 16 ("wherein the network security
system is further arranged to act against the particular piece or set of suspect data only
if."), claim 23 ("broadcasting the group message with the action indicator only when.")).

161 845 patent at 12:41-50 (“The first embodiment erefore presents a
computer security system whereby computer viruses and the like can be detected by
individual users, who transmit warnings to a server which then broadcasts warnings as
appropriate to all users if the number of individual warnings received from individual
users exceeds certain thresholds. The use of thresholding in the server instills a
degree of order, in that it is only once a particular threshold level of warnings have been
received that action is taken by the server and user computers against the suspect
data.”); 17:50-53 (“Only when the count passes the warning threshold in one of the
sub-communities is the suspect data signature distributed further.”).

182845 patent at 3:10-14 ("A record is kept either at the server or at each peer
computer as to the number of warning messages communicated concerning any
particular piece or set of suspect data, and then appropriate security actions such as
issuing warnings to users or blocking the transmission of the suspect data can be taken
once the number of warning messages communicated from users has passed a certain
threshold level").

'3 D.1.117 at 61.
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Fortinet contends this term does not require construction and should be given its
plain meaning.'®® BT argues the patentee acted as his own lexicographer and the court
shot 1 adopt the definition provided in the patent.'®

The purported definition appears in the following passage of written description:

In an automated, distributed approach to management, decision making

must be made based on locally available information and according to a

set of rules. These rules, which govern choices in the behaviour of the

system, are termed policies. Policies allow the users of a system to

specify the behavior they want to exhibit."’

Fortinet asserts no construction is necessary ecause a jury understands the

word “policy” and it is not used differently in the patent.'®®

It contends the purported
definition BT cites is not a definition of the word “policy”; it is part of a larger description
of the function of a “policy.”"® As such, Fortinet maintains this description should not
be the basis for the court’s construction because mere use of a claim term to describe

the invention is not a definition.'”® Fortinet also argues BT misinterprets the purportedly

non-restrictive clause “rules, which govern choices in the behavior of the system, are

**D.1. 117 at 69.

1% |d. (citing Braintree Labs., Inc. v. Novel Labs., Inc., 749 F.3d 1349, 1356 (Fed.
Cir. 2014) ("[T]he patentee's lexicography must govern the claim construction
analysis."); see also Voice Tech. Group, Inc. v. VMC Systems, Inc., 164 F.3d 605,
613-14 (Fed. Cir. 1999) ("When the meaning of a term as used in a patent is clear, that
is the meaning that must be applied in the construction of the claim and in the
infringement analysis.")).

7971 patent at 3:33-37.

'8 D 1. 117 at 69. While arguing no construction is necessary, Fortinet suggests
“a[n] appropriate plain meaning of ‘policy’ is ‘a high-level overall plan embracing the
general goals and acceptable procedures esp. of a governmental body.” /d. (citing D.I.
118-1, Ex. 2 (Merriam-Webster's Collegiate Dict., 10th Ed. (1999)) at JA-0003085).

169 Id

"0 Id. at 69-70 (citing Janssen Pharmaceutica, NV v. Mvlan Pharm., Inc., No.
15-cv-760 (RGA), 2017 WL 66342, at *2-3 (D. Del. Jan. 6, 20", ., (rejecting argument
that "necessary condition" of a claim term  tt ame ¢ definition)).
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con onents “perform[] a common function.” BT’s inclusion of “[t{jhe members are
related in that components that are ultimately associated with a role (per the
requirement of the claims) will be managed by the same policy” in its proposed
construction is consistent with the written description and claims of the patent.

Thus, the court recommends construing “role” to mean: “A name for a group
(zero or more members) of related members. The members are related in that
components that are ultimately associated with a role (per the requirement of the
claims) will be managed by the same policy.”

Disputed Term Appearing in the '971 ‘’atent

The only disputed term appearing in the ‘357 patent is “a message-exchange

system including the exchange of group specific tags.”

13. “a message-exchange system including the exchange of group specific
tags” ('358 patent, claim 26, 50)

a. BT's proposed construction: “a system that facilitates agent
communications, including the communication of group specific
tags”

b. Fortinet’'s proposed construction: “a system for hindering the
spread of attacks to agents in other groups using group-specific
tags”

C. Court’s construction: “a system for hindering the spread of attacks
to agents in other groups using group-specific tags”

nis term appears independent method claims 26 and 50:

26. A method providing computer security among a plurality of
inter-communicating computers having associated software agents, said
method comprising:

dividing a plurality of said agents into plural groups, each agent
corresponding with other agents in its respective group but not with
agents in other groups, a message-exchan¢ s) n including tt
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exchange of group specific tags]. . . .]"’

50. A method comprising computer security for a plurality of
inter-communicating software agents together forming a plurality of agent
groups, each agent corresponding with other agents in its respective
group but not with agents in other groups via a message-exchange
system including the exchange of group specific tags, the agents
cooperating to perform said method comprising:

comparing at each agent actual behavior patterns of an agent's
own group with stored expected behavior patterns; and

each agent communicating by a message-exchange system in
which, when one agent determines that a security threat does or
may exist, that agent sends a warning message, including an
anomaly pattern indicative of the threat, to other agents in its
group.'?

BT contends its proposed construction, *facilitating agent communications” (i.e.,
the exchange of messages) among agents, reflects the language of the claims and is
supported by the patent’s figures and written description.' It asserts Fortinet's
proposed construction overlooks the exchange of messages among agents, and
instead focuses on “hindering the spread of attacks to agents.”'* BT argues Fortinet's
proposed construction is both contrary to the intrinsic evidence and improper functional
claiming.'®® BT contends “including the communication of grot  specific tags” is clear

on s face and requires no construction.'®

Fortinet asserts statements the patentee made during prosecution regarding the

191358 patent, claim 26.

%2 1d., claim 50.

% D.1. 117 at 84-85.

% Id. at 85.

1% Id. (citing Storage Tech. Corp. v. Cisco Sys., Inc., 329 F.3d 823, 832 (Fed.
Cir. 2003) (noting that limiting "claim scope based on the purpose of the invention . . . is
impermissible")).

196 /d
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novelty of its tag system hindering attacks from spreading easily are clear disclaimers of
claim scope.' Fortinet argues BT's functional claiming criticism is unsupported by law,
and its construction properly defines the claim in the context of the written description
and prosecution history.’®® Fortinet also criticizes BT’s suggestion that the term be
viewed as two discrete parts, “message-exchange system” and “including the
communication of group specific tags,” with only the first requiring construction.?*
Fortinet contends both phrases of the claim are inextricably linked and reflect one
concept.?® The entire disputed phrase is purportedly only one message-exchange
aspect of the invention, and the written description describes other, distinct, message-
exchange aspects of the invention.?

With respect to its disclaimer argument, Fortinet relies on the following
prosecution statement by the patentee:

The applicant's exemplary embodiment uses clustered sub-groups of

agents based on a social tag mechanism—which is believed to be nove/

when applied in the relevant context as a defense mechanism. That is, if

one sub-group is compromised, the attack is hindered from spreading

easily to all of the agents in the other sub-groups. . . . Such feature is

now found in amended independent claims 1 and 25.%%

BT explains the statement distinguishes the invention’s use of groups that hinder

203

attack spread, not the tags by the selves.”” It argues that although ¢ _ ups may be

97 Id. at 86.

% |d. at 87-88.

%% Id. at 87.

200 Id

29 Id. (citing '358 patent at 2:45-48, 2:52-56).

22D |. 89-3, Ex. J at JA-0001023.

223 D.1. 117 at 89. At Markman, BT stated “including the exchange of group-
sific ju n ar the e in those messages.” Markman Tr. at 96:18-20.
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based on the use of a tag mechanism, this does not justify imposing Fortinet’s
proposed limitation into the message-exchange system.?® . .1e court disagrees.

The applicant’s statement did not distinguish his invention based solely on its
use of groups. He unambiguously represented that the invention’s novelty was that it
“uses clustered sub-groups of agents based on a social tag mechanism.”® The
applicant explained the novelty of the sub-groups based on tags “applied in the relevant
context as a defense mechanism” in the next sentence: “That is, if one sub-group is
compromised, the attack is hindered from spreading easily to all of the agents in the
other sub-groups.”® The applicant specified claims 1 and 25 were amended to reflect
the described “hindering” feature. The amendment to claim 1 to include the same
disputed phrase before the court is shown as foIIows:.

1. (Currently Amended) A computer security system comprising:

a plurality of inter-communicating computers including software agents
{4 together forming an a plurality of agent groups, the-system each
agent corresponding with other agents in its respective group but not with
agents in other groups via a message-exchange sy~*~m including the
~v~hange of group specific tags[.]**

The patentee’s prosecution statements, and related amendments, support
Fortinet's argument that the entire phrase must be construed, rather than viewed as two
distinct parts with only “message-exchange system” being defir 1. Thes sta nents

also demonstrate the inapplicability of the Storage Tech. case relied upon by BT.

24D1. 1., at89.

25D 1. 89-3, Ex. J at JA-0001023.

26 |d., Ex. J at JA-0001023.

27 |d., Ex. J at JA-0001012. Claim 25 was also amended without adding the
term at issue. As explained below, however, that claim applies to a different message-
exchange aspect, one addressed to “an anomaly pattern indicative of the threat.” See
d., «J JA-1001016.
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n212

group"?'? is described. Unasserted claim 25 reflects this same language.?® The

disputed term before the court, “a message-exchange system including the exchange of
group specific tags,” is described in yet another aspect of the invention as using a
system with “each agent corresponding with other agents in its respective group, but not

agents in other groups, by a message-exchange system including the exchange of

group specific tags.”™*

Finally, Fortinet argues the written description further supports inclusion of its
proposed “hindering” language.

As previously mentioned, inter-agent trading takes place by exchange of
tag messages 18. In addition to being a simple mechanism for exchange
of information between agents, the message transfers are designed to
enhance the process of cohesion and agent identification within the agent
group. Via the dynamic interchange of encrypted tags, the agents are
able to distinguish between authonised and unauthorised agents.?'®

This language indicates exchange of tag messages are not simply a vehicle for
transmission of information.?'® The written description explains the importance of tag
message exchange:

Each agent sub-group then interacts only with its local group, as the
neighbouning groups (or “cells”) would be culturally separate due to their
unique set of encrypted identifying tags. Hence, even if an attack
succeeds in penetrating one of the agent's communities and subverts the
agent in that group, it would still have to penetrate the remaining cells
individually >

“Hence,” the result of the described culturally separate agent groups due to their

212 |d. at 2:52-56.

213 See id., claim 25.

24 Id. at 2:61-64.

2% |d. at 6:5-12.

218 Markman Tr. at 103:14-23.
2177358 patent at 6:27-33.



group specific tags is that “even if an attack succeeds in penetrating one of the agent's
communities and subverts the agent in that group, it would still have to penetrate the
remaining cells individually,” i.e., the spread of attacks to agents in other groups is
hindered.*'®
leading the intrinsic evidence as a whole, including the claims, written

description, and prosecution history supports Fortinet’s position. Thus, the court
recommends construing “a message-exchange system including the exchange of group
specific tags” to mean: “a system for hindering the spread of attacks to agents in other
groups using group-specific tags.”
Vil. RECOMMENDED DISPOSITION
Order: The Court’s Claim Construction

At Wilmington, thit h day of April, 2021, having heard oral argument, having
reviewed the papers submitted with the parties’ proposed claim constructions, and
having considered all of the parties’ arguments (whether or not explicitly discussed

erein),
The court recommends the district court construe the stipulated terms, and the

disputed terms, as follows:

2870 manTr. 103:1-9.
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Claim Term

Court’s Construction

f. “group specific tags”

2R9 Patent Claim 26, 50

plain meaning

Disputed Terms

1. oatus data”

'237 patent claims 1, 2, 6, 10, 14, 16, 18,
22-27, 31, 35, 41

'641 patent claims 1, 2, 6, 10, 14, 16

data extracted from or generated about
the traffic or system processing it that is
informative as to the status of the
network and its components

2. “dynamically”

'237 patent claims 1, 2, 6, 10, 14, 16, 18,
22-27, 31, 35, 39, 41

'641 patent claims 1, 2, 6, 10, 14, 16

during actual operation, rather than
offline

3. “probe”

'237 patent claims 1, 6, 10, 14, 18, 22-
26, 31, 35, 39;

'641 patent claims 1, 6, 10, 14

a probe is a discrete component that
collects data from one or more network
components to whit it is attached, filters
or otherwise analyzes the data that has
been collected, transmits noteworthy
information, and receives feedback in
order to update its capabilities of analysis

4. “information received about an
identified potentially security-related
event occurring on the network, wherein
the potentially security-related event is
identified by filtering followed by an
analysis of post-filtering residue”

'641 patent claim 18

information received from a probe about
an identified potentially security-related
event occurring on the network, wherein
the potentially security-related event is
identified at tt probe by filtering atus
data followed by an analysis of
post-filtering residue

B. “customer information”

'641 patent claim 18

information about a customer
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Claim Term

Court’s Construction

6. “problem ticket”

'641 patent claims 18, 19

a consolidation of the event record,
correlated customer information and
symptom record, and nked problem
resolution assistance information

7. “a group of user computers” / “group”

'845 patent claims 1, 3, 9, 19, 20, 21, 23

the user computers that the network
architecture allows to communicate
directly or through a server to which the
user computers are connected

8. “suspect data” / “a suspect data,
wherein the suspect data is identified by
the user computer as a possible security
threat by the user computer” / “a piece or
set of suspect data identified by one or
more of the group of user computers as a
possible security threat”

itent Claims 1, 3, 9, 19, 20, 21,

ientifier of the piece or set of
ted data”

itent Claims 1, 3, 9, and 19

data identified by one or more user
computers, such computer(s) having
concluded without aid from centralized
analysis that e data indicates a
possible security threat

a substantia / unique descriptor for a
particular piece or set of suspect data
other than the data itself

. in respect of any particular piece
f suspect data when the count
ned therefor is substantially equal
eater than at least one threshold

LAV TV I

‘845 . ater 1,19

11. “policies” / “policy”

'971 Patent Claims 12, 17-19

act in respect of any particular piece or
set of suspect data only when the count
maintained therefor is substantially equal
to or greater than at least one threshold
value

rules that govern choices in behavior / a
rule that governs a choice in behavior
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